
PHY 611 � Eletromagneti Theory IProblem Set 1Due: Wednesday, August 29 at 10:00 a.m. at the start of lassThis �rst problem set will review a number of di�erent mathematial tehniques whih we will usefrequently the rest of the semester.Problem 1: Cylindrial Coordinates [5 points℄(a) Consider the ylindrial oordinate system, (ρ, φ, z). Derive expressions for the ylindrialunit vetors, (ρ̂, φ̂, ẑ), in terms of the Cartesian unit vetors, (x̂, ŷ, ẑ). Then, using theseresults, show that
∂ρ̂

∂φ
= φ̂,

∂φ̂

∂φ
= −ρ̂.(b) Consider a vetor written in ylindrial oordinates, ~V = Vρρ̂ + Vφφ̂ + Vz ẑ. The gradientoperator in ylindrial oordinates is
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.Show, by expliitly alulating the dot produt of ~∇ with ~V , that the divergene of ~V is
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.Problem 2: Spherial Coordinates [5 points℄(a) Consider the spherial oordinate system, (r, θ, φ). Derive the following expressions relatingthe spherial unit vetors to the Cartesian unit vetors

x̂ = r̂ sin θ cosφ+ θ̂ cos θ cosφ− φ̂ sinφ,

ŷ = r̂ sin θ sinφ+ θ̂ cos θ sinφ+ φ̂ cosφ,

ẑ = r̂ cos θ − θ̂ sin θ.(b) Derive expressions for ∂/∂x, ∂/∂y, and ∂/∂z in terms of ∂/∂r, ∂/∂θ, and ∂/∂φ. Hint: Equate
~∇xyz with ~∇rθφ.Problem 3: Index Notation [10 points℄Show, using index notation, that

~∇× ( ~A× ~B) = ~A(~∇ · ~B) − ~B(~∇ · ~A) + ( ~B · ~∇) ~A− ( ~A · ~∇) ~B.You will probably �nd the following identity useful: ǫkijǫkℓm = δiℓδjm − δimδℓj .Problem 4: Vetor Calulus and Di�erentials [15 points℄Suppose ~∇ · ~B = 0 for |~x| < R. Show that one solution of ~∇× ~A = ~B is
~A(~x) = −

∫ 1

0
dt t ~x× ~B(t~x).Hint: Calulate ~∇× ~A. Then, let ~y = t~x and alulate d

dt
~B(t~x) in terms of ~∇~y ating on ~B(~y).1



Problem 5: Dira Delta Funtion [10 points℄Suppose we de�ne a sequene δn(x) = n/(2 cosh2 nx).(a) Show that ∀ n
∫ ∞

−∞
dx δn(x) = 1.(b) Show that

∫ x
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dx′ δn(x′) =
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2
[1 + tanhnx] ≡ un(x),where

lim
n→∞

un(x) =

{

0, x < 0,
1, x > 0,whih is a representation of the Heaviside step funtion.() Prove the identity

δ
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=
∑

a, g(a)=0, g′(a)6=0

δ(x− a)

|g′(a)| .Hint: Deompose the integral ∫ ∞
−∞ dx f(x) δ(g(x)) into a sum of integrals over small intervalsontaining the zeros of g(x).Problem 6: Hyperboli Trigonometry [5 points℄Show that

sinh2 x+ sinh2 y = sinh2(x− y) + 2 cosh(x− y) sinhx sinh y.Problem 7: Integrals [20 points℄Work the following problems by hand. You must show su�ient work suh that I am onvined youdid not use Mathematia, Maple, et.(a) Show that for a real-valued β and β > 0

∫ ∞
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−1.(b) Consider the following integral (whih, atually, represents a wave paket in one-dimensionalquantum mehanis)
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.Show that ψ(x, t) an be rewritten as
ψ(x, t) =

(

2σ2/π
)1/4

√

(

1 + 2ih̄σ2t
m

)

exp





−σ2(x− x0)
2 + ik0(x− x0) − ih̄k2

0
t

2m

1 + 2ih̄σ2t
m



 .() Now show explitly by performing the integral that
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where
[∆x(t)]2 ≡

∫ ∞

−∞
dx |ψ(x, t)|2[x− (x0 + h̄kt/m)]2.Problem 8: Fourier Series [10 points℄Consider the expansion of a funtion f(x) on the interval [0, 2π] in terms of a Fourier series

f(x) =
1

2
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∞
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An cosnx+
∞
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Bn sinnx,with the oe�ients A0, An, and Bn related to the funtion f(x) by
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dx f(x) cosnx,

Bn =
1
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∫ 2π

0
dx f(x) sinnx, n = 0, 1, 2, . . . . (1)(a) Suppose, instead, that f(x) is to be represented by (or �tted to) a �nite Fourier series (i.e.,the sum is to be trunated at some n = N , as is required for any �nite amount of CPUtime). A measure of the auray of suh a �nite series is given by the integrated square ofthe deviation,

∆N ≡
∫ 2π
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.Show that the requirement that ∆N be minimized leads to the same hoie of oe�ients asabove (i.e., they do not depend on N !).(b) Consider the representation of a triangular wave on the interval [−π, π] (note the hange inthe interval)
f(x) =

{

−x, − π < x < 0,
x, 0 < x < π.Find a Fourier series representation for f(x).Problem 9: Complex Variables [10 points℄Let z = x+ iy be a omplex number.(a) Prove the triangle inequality for omplex numbers z1 and z2,

|z1| − |z2| ≤ |z1 + z2| ≤ |z1| + |z2|.Interpret this result in terms of two-dimensional vetors in the (x, y) plane.(b) Show that
arg(z1 · z2) = arg z1 + arg z2,where `arg' denotes the `argument', or phase, of a omplex number.() Power series expansions for the elementary funtions, suh as sine, osine, et., an be de�nedin the omplex plane. For example, the usual power series expansions for sine and osine hold,

cos z =
eiz + e−iz

2
, sin z =

eiz − e−iz

2i
.3



Using these, derive the following identities
sin(x+ iy) = sinx cosh y + i cos x sinh y,

cos(x+ iy) = cos x cosh y − i sinx sinh y,

| sin z|2 = sin2 x+ sinh2 y,

| cos z|2 = cos2 x+ sinh2 y.Thus, we see that we an have | sin z|, | cos z| > 1 in the omplex plane!Problem 10: Taylor Expansions [10 points℄(a) Consider a funtion of a single variable, f(x). Suppose we know the value of f(x) at disretegrid points along the x-axis, x = 0, ±h, ±2h, et, all separated by a �step size� h. A �forwarddi�erene approximation� to the value of the �rst derivative, f ′(x), at some point x is
f ′(x) ≈ f(x+ h) − f(x)

h
,whereas a �entered di�erene approximation� to f ′(x) is

f ′(x) ≈ f(x+ h) − f(x− h)

2h
.Whih of these (if either) provides a better (i.e., more aurate) approximation to f ′(x)?(b) Consider the same funtion f(x) as in part (a). Show that a �entered di�erene approxima-tion� to the seond derivative f ′′(x) is

f ′′(x) ≈ f(x+ h) − 2f(x) + f(x− h)

h2
.() Now onsider a funtion in three-dimensional spae, Φ(x, y, z). Again, we will assume weknow the value of Φ on a three-dimensional grid of disrete (x, y, z) points, all separated bythe same step size h in all three dimensions. Label these grid points with the indies (i, j, k).Suppose Φ satis�es the Laplae Equation, ~∇2Φ(x, y, z) = 0. Show that the Laplae Equationan be �disretized� at any point (i, j, k) into the form

Φ(i+1, j, k)+Φ(i−1, j, k)+Φ(i, j+1, k)+Φ(i, j−1, k)+Φ(i, j, k+1)+Φ(i, j, k−1)−6Φ(i, j, k) = 0.Suh disretization forms the basis of elementary �relaxation� methods for the numerial so-lution of Laplae's Equation. We will explore this tehnique later for the numerial solutionof boundary value problems.
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